Cadll JT dole

Al al-Bayt University

Combining K-Mean algorithm with Eagle algorithm to enhancement
performance (CKMEENP)

i) pud] dn) s> 2o Slucd] Jawsll dao) s> oy god
By: Tasneem M.Alowaidat

Supervisor:

Dr. Mazen Alzyoud

This Thesis was Submitted in Partial Fulfillment of the Requirements for the Master’s Degree in
computer science

Deanship of Graduate Studies

Al al-Bayt University
April, 2018

www.manharaa.com




(V) o8 gdsé

el T dsole

st Olulydl Ssles

v el zdg6

€

Ol g=ll ouwld dooo i 1 U

ol Clegll o] Oluwdll o] LSl (oS W Jl & ogsbl 5l) Wy o S wo3w Sl JT dssly o5l
Aol § BUWI Olodsd] s ogudb Wi oY

www.manharaa.com




(Y) 68 zdsé

Sl JT dsols

W=t Ol dsles
0155 Wy piws W) ddbat Lyiloadsig yiedaily Cud) JT dnols cpilgds el3dly 41,8 zo96

VYR VoYY 2 malodl 031 Sl s) ouwld daso i Ul Ul

Ologlel) Lo gfeisS :dulS O gl ‘gJ.c (paass

Bl dlasly dalexl) Js=al) &)kl lghl8y Wiledsy Ledaily Codl JT dsole (pleds Conpdl W8 Gl e
(Ol gyl /Pl shusl luasd Caod Lo olygS Wiy ptws |

Combining K-Mean algorithm with Eagle algorithm to enhancement performance
Iy b el T WS L daadsl) g3 Ullg il I LS & laale Gyleat] dualell DLV o pomusy Lg elldg
ol s o3 duake Cilygdine @l of Slowl o S ol sl of Sluy (o dliuns ol Agdin & 030 i bl
48 g U3 58 o5 of Lod B Leelpsls Adggu) Joosl 518 puds Lo o Luveuliy duodlel dlewg T § Lo 35
z5dl Bolgd Corwy Wads Clas ) deadsdl doy ) ovie H),8 el Sl JT d=ol> $ elasll puloe 3=

gz e y3lall 5Ll § ColS Byge b omlall of polieYl of elladl § Godl J OsSs Of 098 Laygds uy i
XV R RVERIR P ]

www.manaraa.com



Dedication

This Thesis is dedicated to my dear father Dr. Mohammed Al-owaidat, my beloved mother, my
brothers and sisters, and to all of my supporters.

To my family with love.

www.manharaa.com




Acknowledgments

| would like to thank my supervisor Dr.Mazen Alzyoud, for his sincere advice and guidance
provided throughout my research and thesis preparation.

Special thanks for my family; my parents, my brothers and sisters for their encouragement.

Table of Contents

www.manharaa.com




Table of Contents

DIBAICALION . d
ACKNOWIBUGMENTS .ot e et e e e e e e e e e aab e e e e e e
Table OFf CONETENES ..oiiiiiiiiiiiiiee ettt e et e e e e e eeeeeeneeees f
[ ES] o ) 1= 0] =2 TR h
Y 0151 - o3 J
das yxdl AL paselbl.ccooi k
Chapterl : INtrOAUCTION ..uuueiii e e e e e e e e e e e e e eeaaannnn s 1
AV oAV (o] o H PP 1
PreVvioUS STUAIES :....ooiiiiiiiiiiiiiiiiee ettt e e 2
GOAIS OF the STUAY & ..uuiiiiei e e e e e e e e e e e e e e eeeaan e e e eees 4
Chapter 2: Theoretical Background and Methodology........cccccvvvviiiiiiiiiiiiiiiiiiiiiiieee, 5
T oo [0 o i o] o Ea PP PPPPPPPPPPPPI 5
D= 1= 080 111 o S PP 5
(O3 (111 (= 41T TR 5
Eagle algorithim @ ... 8
THE LEVY WAKE ... 9
The firefly algorithm @ 10
Chapter 3 Procedures and Computational Work ............cceiiiiiiiiiiiiiiiiiiie e, 12
g eTo [8Tox i o] o Ha PP PPPPPPPPPP 12
Hybrid k-mean clustering and Eagle algorithm: ............ccccooeiiii i, 12
f

www.manaraa.com



RESUILS ..ttt e e e e et e e e e e e e e e e e e e e e 14
SYStEM SPECITICALION & ... 14
(D= 1= W o0 | [=T o1 1o o TS RPRRR 14
PerformanCe MEASUIEIMENT & ........uu i uuiettiuiuieiiiuteieieieeeaaeeaaeeeaeeeabeebeaeaebeeeseseseaeneneesnnnnnes 14
LTSI T Tox 1 o] o TR 15
Comparisons between IEAUKM and EA ... 16
Influence of NUMDBETr Of FTUNS & ......iiiiiiii e 16
CONVEIGENCE GraPhS & ..ot e e e e e e e e e e e e e e eeaaaa e aeees 18
CONCIUSIONS .. 23
RECOMMENUALIONS ...ttt nenenes 24
RETEIBINCES ..ottt e et e e e e s e e e e e e e e 25

www.manharaa.com




List of Tables

Table 4-1: Benchmark Test FUNCtion. .. ... ... . 23

Table 4-2: Comparisons between proposed method (CKMEENP ) and EA in standard

deviation and D = 3 | and average of time in milliseconds....................oooooiii 25

Table 4-3 :comparisons between proposed method (CKMEENP ) and EA in Mean Absolute

www.manharaa.com




List of Figures

Figure 2-1 Flowchart of the K-Means algorithm........................................... 10
Figure 2-2  Pseudo code of the K-Means algorithm. ... 11
Figure 2-3  Flowchart of Eagle algorithm. ... 10
Figure 2-4  Pseudo code of the Eagle algorithm........................iin 14
Figure 2-5  Pseudo code of the Firefly algorithm............................................... 17
Figure 3-1 Pseudo code of the CKMEENP ... ... 20
Figure 4-1  Shows the effect standard deviation through 50 independent runs .............. 28
Figure 4-2  Shows the effect Time through 50 independent ..................................... 29
Figure 4-3  Shows the Ackley Function value through 50 independent runs................... 29

Figure 4-4  Shows the Generalized Schwefels problem value through 50 independent runs..30
Figure 4-5  Shows the Rosenbrock function value through 50 independent runs................. 31

Figure 4-6  Shows the SCHAFFER FUNCTION N.7 value through 50 independent runs....32

Figure 4-7  Effect of errors through S0 runs for F (1)............. ... 34
Figure 4-8  Effect of errors through 50 runs for F(2)............... 34
Figure 4-9  Effect of errors through S0 runs for F (3). ... 35

Figure 4-10  Effect of errors through S0 runs for F(4). ... 35

www.manharaa.com



Combining K-Mean algorithm with Eagle algorithm to enhancement performance

A Master Thesis By
Tasneem M.Alowaidat
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Abstract

With the increasing volume of databases, scientists are encounter difficulty in the search process
such as the problem of the sales man, the problems of complex nonlinear programming and
other problems.

To solve these problems, scientists are developing Metaheuristic algorithms, which is mimic the
behavior of animals in nature, during hunting or searching for food. From these algorithms, the
Ants algorithm, the Cuckoo algorithm, and the Eagle Algorithm.

The Eagle algorithm is characterizes by its ability to balance between the general search process
and intensive local research, characterize by its ability to integrate more than Algorithm together,
and help solve the problems suffered by the global search process. The disadvantage is the
initialization problem is appears in the Eagle algorithm. The purpose of this thesis is to solve this
problem which is suffers an algorithm Eagle through the use of K- mean cluster algorithm.

We use fitness Function to evaluate the performance of the proposed algorithm and compare it
with the performance of Eagle algorithm, the time, and Standard Deviation . The results showed
that the proposed algorithm is better.
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Chapterl : Introduction

The scientists have faced several problems in finding global solutions to optimize
operations in searching The most important problems they have suffered from is the problem
of complex nonlinear programming. So, the mathematicians and engineers have developed
the Metaheuristic Algorithms that mimic the behavior of animals and insects in nature and
these algorithms could find the global best solution.

Bio-inspired computation has recently attracted the attention of scientists, Biological
computing is often used in artificial intelligence by linking it to social behavior and is based
on biology, computer science and mathematics. Optimization algorithms became her
popularity and the proliferation at large , The reason for this great interest is due to the fact
that these algorithms are flexible, versatile and effective in solving nonlinear design
problems, which we are experiencing in some algorithms, with applications in the real world.

Bio-inspired computation is used in several fields. It is used in science, engineering, industry
and in a wide range of applications [Yang, Cui, Xiao, Gandomi, Karamanoglu, 2013].

The use of Bio-inspired computation in the development of Metaheuristic algorithms help to
mimic the best features of nature. Because of this tradition algorithms acquired
performance and high efficiency[Yang , Cui, Xiao , Gandomi ,and Karamanoglu , 2013 ][
Yang, X. S. and Deb, S., 2012 ] .The Metaheuristic algorithms have the ability and strength
to solve nonlinear difficult problems that hinder  the work of the algorithms [Kennedy and
Eberhart,1995 ].

Many of the algorithms and the Metaheuristic Algorithms are used heavily in industrial
applications and engineering design [Yang, Cui, Xiao, Gondomar, Karamanoglu, 2013].

The goal of developing the Metaheuristic algorithms was to improve the global search
process. Metaheuristic Algorithms become one of the most powerful algorithms to solve
problems, Such as the problem of sales man and the problem of nonlinear programming
complex and other, to find the ideal solution, and it has been characterized by great diversity,
making the biggest popularity. These algorithms include ant algorithm, particle swarm
algorithm, Cuckoo algorithm, Bee algorithm, the Firefly Algorithm, Eagle Algorithm, which is
the subject of our research. [Yang, Cui, Xiao, Gandomi, and Karamanoglu, 2013].

In this thesis, we are use the K-mean algorithm to obtain its advantages and use it to
enhance the Eagle algorithm, and thus we will serve the user to find the best global
solution.

Motivation :

In previous research, scientists focused on the Eagle Algorithm that solved
complex nonlinear problems to find the optimal global solution. This was done by integrating
different algorithms at different stages of research, or at different stages of replication at
different times, and to collect the various advantages of different algorithms.
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The Eagle algorithm has several advantages including its effectiveness. Although it is
necessary to discover a diverse and effective research area, it should be random and
usually slow at initialization. Scientists are trying to reach the optimal global solution
as soon as possible. [Gandomi, 2012].

We focus in this thesis on Eagle algorithm which is one of the latest Metaheuristic
Algorithms, which were able to solve the problem that occurs when you find the ideal
global solution. A complex nonlinear problems. The results showed its effective and
high performance. We are improve the efficiency of the Eagle algorithm by accelerating
the process of determining the initializing point which leads to improve complexity
time, improve the functioning of the Eagle algorithm and increase its effectiveness.
We are use them with the k —mean algorithm which is characterized by reliability, speed,
good result and effectiveness.

This combining between two algorithms, Eagle algorithm and K-Mean algorithm , we
improve the global solution more quickly and effectively , and we show that in the results.

Previous studies :

Eagle algorithm began in 2010, when scientists were combined several algorithms
together and called eagle algorithm. The scientists then developed this algorithm by
combining it with other algorithms, to improve the algorithms. This section is presenting a
brief description of previous methods related to Eagle algorithm and K-Mean algorithm.,
such as:

1. ( Yang et al , 2010); provides Eagle strategy or stochastic Optimization through
combining random searches using Levy walk with Firefly Algorithm strategic
way repeatedly. appeared that stochastic optimization and the effect of noise
condition is due to random search problems.
2. ( Gandomi et al ,2012); the researchers solve complex nonlinear problems in
the latest period and increase the efficiency of the overall search through
the integration of the Metaheuristic Algorithms with each other or combining it
with other algorithms.
3. (Yang et al, 2012); the researchers studied the Eagle Algorithm, which consists
of two phases of different algorithms, and discussed the strategy with the
development teams and evaluate their performance, they used it to solve optimization
problems in the real world including pressure Ship design speed reduce .It has

been getting the same results or better, but with significant less computational effort.
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4. (Talatahari et al , 2012 ); a group of researchers studied the Metaheuristic
Algorithms, where they merge Eagle Algorithm with differential evolution to
solve Constrained problems and unconstrained algorithm. They apply a set of
standards on algorithms .It has been shown that most of the engineering problems in
the real world are complex problems, non —linear and constrained .they sometimes

cannot find optimal solutions.

5. (Saboori et al , 2012 ); the scientists tried to find the optimal initial division
of the k-mean algorithm. In order to achieve this goal, they proposed a new
improved version of the simple landing search, then they used it to find an

optimal result of the clustering approach .

6. ( Johari etal, 2013); presents the applications of (FA) algorithm in various
fields to solve problems of improvement. Scientists studied previous research in
the fields of engineering and computer science. They enhanced or hybridized

with techniques to discover the best performance.

7. (Yang et al, 2014); the researchers studied entitled Metaheuristic Algorithms:
Optimal Balance of Intensification and Diversification, where they give a theoretical
basis in order to achieve an optimal balance exploration and exploitation of the case
of a d multimedia functions. They used Eagle algorithm with Cuckoo search
algorithm to find the optimum balance and solution multimedia problems. They

have to focus on global search exploratory rather than local search.

8. (Yapiciand et al, 2017 ); the scientists used the Eagle algorithm to improve the
particle swarm algorithm to solve the problem of improving the interactive
ability to reduce energy losses. This method has been tested on some basic
functions, and compared with commonly use algorithms such as algorithms

algorithm optimization algorithm.

www.manaraa.com



Goals of the study :

The main goal of this study is to improve the process of finding the optimal
global solution and improving the solution of complex nonlinear problems by improving
the performance and speed of the modern Eagle algorithm by improving the speed
of finding the initial point starting from Eagle algorithm. using K-mean algorithm to find
the initial point, then using Eagle algorithm. We have found a solution to the only problem
encountered by Eagle algorithm and it takes long time to find the initial point.
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Chapter 2: Theoretical Background and Methodology

Introduction :

In this chapter, we are going to describe the algorithms used: Eagle algorithm, K — mean
algorithm and their mechanism of operation.

Data mining :

With the increase inthe amount of data in the present time and the breadth

of the database, the Data Mining technique was developed to extract useful
meaning from a large database. This technique was used in many areas such as hospitals,
banks, internet users, and others [Sumathi, 2006 ].

Data mining has been categorized into several types depending on what is the target
in the data analysis. Data mining categories are [Hand, 2001]:

Exploratory Data Analysis : This type of data is simply extracted without knowing

Descriptive Modeling : It is characterized by the description of all data using cluster
analysis and is widely used when the data are homogeneous, so that large- size data can
be divided into groups of a given number containing similar objects.

Discovering Patterns: This type is interested in pattern detection.

Retrieval by content : It aims at making the user have a pattern and would like to find the
same pattern in a large data set, whether text or image.

Predictive Modeling: You can create a model from one variable predicted by another
variable.

The clusters are algorithms used by data mining to obtain useful data. The following is a
description of cluster algorithms and an explanation of one of these algorithms used in this
thesis.

Clustering :

Scientists have developed clustering algorithms that divide the data set into
groups where the elements are different from one another [Alshamesti, 2013] ; to get
useful information..

One of the most popular cluster algorithms is the K-Means algorithm which divides n
observations into groups where each observation belongs to a group based on the nearest

average, widely used in scientific fields [Saboori, 2010].
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The K-Means algorithm was characterized by characteristics that made it one of the
most popular aggregation algorithms; easy to understand, simple, easy to apply, good
results and linear cost of time, even though it is trapped in the local optimum
solution [Saboori,2010] [Batiha, Olimat,2015].

Determine the number of groups or sections (k) randomly or relying on prior

The centroid is randomly selected.

Calculate the distance of each point from the centroid using the Euclidean

Distance measure between x,and Y, (2-1):

K (0-1)
Dist = Z(Xi - yi)2
i=1

Distribute the points to the groups based on the least distance between the point and
the centroid.
Repeat the previous two steps (2, 3) so that there is no change in the location of
any point. In the first step, the centroid is randomly selected. In the following

steps, the centroid is calculated as follows: we divide the total data by the

number. As shown in the following figure:
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Determine Number of
cluster K

!

Determinethe
centriod

L

Compute the Distance NO
between (centriod,
points)

!

Groupingbased on
minimum Distance

Figure 2-1 : Flowchart of the K-Means algorithm.

Input: adatabase D, of m records, r1, rm, and desired number of cluster k
Output: set of k cluster
Begin
(1) Randomly choose k records as the centroids for the clusters;
Repeat

(2) Assign each records,ri , to a cluster such that the distance between

ri and cluster centroid ( mean ) is the smallest among the k cluster .

(3) Recalculate the centroid for each cluster based on the records

assigned to the cluster.

(4) Until no change: output k of cluster

Figure 2-2: The Pseudo code of the K-Means algorithm [Elmasri, 2010].
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Eagle algorithm :

In the present time, Quadratic Assignment Problem (QAP) is an NP — hard
( Non - deterministic polynomial ) Combinatorial optimization problem, which means a
limited set of possible solutions. The solution is to check all possible solutions in the
search area, but this is not always possible especially when the search area is large.
The solution for this problem is the application of more than one algorithm of the
Metaheuristic Algorithms. Scientists have developed the Metaheuristic Algorithms to
solve this problem by searching in different regions ina smart way to obtain a near
optimal solution with lowest cost and time [Baghel, 2012].
Yang developed Eagle algorithm [Yang, 2010] , inspired by the behavior of eagles that
fly randomly. It has been able to find a solution to the problem of NP- hard.
Eagle algorithm has a number of features that some have called Eagle strategy
because it can integrate different algorithms at different stages and different times and
thus integrate the advantages of different algorithms. If it fails to find a promising
solution in an area, it can be run in two phases and shut down according to the
type of solutions. The Eagle algorithm can balance the exploration and exploit the
successful Metaheuristic algorithms. It was also characterized as a balance between local
research and global research to achieve better results [Gandomi,2012].
Although Eagle algorithm is initially slow [ Gandomi, 2012], it must be random
enough to explore an efficient and diverse research space. This is one of the most
important disadvantages of Eagle algorithm. In this research, we are going to solve
this problem to improve Eagle algorithm and thus reduce time. Let's get the local
solution optimized.

Eagle algorithm operates in two stages as shown in Figure 2-3, using global search
and

intensive local search, by using different algorithms to suit different purposes. Inthe
first stage, it detects the space globally using a levy walk by random walk, and if one
or more solutions are found, using a local optimizer is more efficient, such as climbing

the mountain,
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but in this thesis we use the firefly algorithm as Yang used [ Yang , 2010 ], and then repeat
the two phases again with a new global exploration, then a local in a new area or
more. If the solution does not work , it will take another solution or a new one, from
which an intensive local search will begin in a new area because random

selection of the initial points will cause it to slow down at the beginning and cause a
problem. We are trying to reach the local solution as soon as possible. We solve this

problem in this thesis.

Figure 2-4 , shows the Pseudo code of current Eagle algorithm [Yang and Deb,
2010]:

Eagle algorithm: Initialization
randomly

A

I Levy alcoritlhuinds=lobal searclh)

4

If good
solution

ﬂ Firetly alcoritlhuan —= @

Figure 2-3 Flowchart of Eagle algorithms.

The Levy wake :

The levy algorithm for walk or flight is named after French mathematician Paul
Levy [Kamaruzaman, 2013 ]. Levy’s mission is to walk randomly at different lengths, either
as small steps or as global leaps [Tran, 2004 ]. The Levy algorithm is the first phase
of the Eagle algorithm, representing the global public research stage. It has been
used in various fields such as physics, statistics, finance, chemistry and others
[Kamaruzaman, 2013 ].

Levy's algorithm explores global search for a promising solution through public
research. It begins by taking the first solution and looking for a promising solution, if a

promising_solution_moves to the second phase of the Eagle algorithm .
9
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The firefly algorithm :

The Firefly algorithm FA is the Metaheuristic algorithms developed by Yang
[yang ,2007]. It helped solve the problems of the salesman and other problems.
It is a natural-inspired algorithm that mimics the way fireflies flash to attract other
fireflies for the purpose of predation or mating.
The research technique of the firefly algorithm contributed to the improvement of
global research, as it was characterized by its simplicity and effectiveness. FA is the
second phase of the Eagle algorithm, and it is the intensive local research stage, which
research locally and intensively after the exploration by Levy. This algorithm simulates
the style of the insect of fireflies in nature, while searching for another insect, either for
infertility or for mating. It can handle nonlinear and multithreaded problems effectively
[Yang, 2009] .1t is quick to find an optimal solution, and is very flexible as it can handle
other optimization techniques. It also does not need a good initial solution to start the
process of redundancy [Gandomi, 2013].

FA has been applied to solve optimization problems in computer science and engineering
[ Johari, 2013]. The principle of the firefly algorithm is as follows [Fister, 2013], as shown
in Figure 2-5:

A - The points are taken by the firefly algorithm.
B - Calculates the intensity of light for each point depending on the
Euclidian distance measure.
C - Then calculate and evaluate the attractiveness of each point depending on
the Previous step.
D - Depending on the attractiveness , the points are moved from the least light to the
most light.
E - Repeat the calculation of the intensity of the light, the attractiveness

evaluation and the reorder of points until the best order of points is achieved.

10
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Objective function f(x), X = (Xa, ..., Xd)
Generate initial population of fireflies xi (i= 1, 2, ..., n)
Light intensity li at xi is determined by f(xi)
Define light absorption coefficient
while (t < Max Generation )
fori=1:nalln fireflies
for j=1:iall nfireflies
if (Ij > i), Move firefly i towards j in d-dimension; end if
Attractiveness varies with distance r via exp[-r]
Evaluate new solutions and update light intensity
end for j
end for i
Rank the fireflies and find the current best
end while

Postprocess results and visualization.

11
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Chapter 3 Procedures and Computational Work

Introduction :

As we said at the beginning of this chapter that the we are going to improve global
optimal solution, using the algorithm of the arithmetic mean, to improve the application of
eagle algorithm, the following is the mechanism of the proposed algorithm :

Hybrid k-mean clustering and Eagle algorithm:

In this section we explain the proposed method that depends on combining
K-mean clustering and Eagle algorithm. This hybrid aims at combining the advantages of
the two algorithm to get global optimization. In the first chapter, we explained the
problems of global optimization, we proposed an algorithm to solve these problems, and
can find the optimal global solution. Eagle algorithm has been able to find a global
solution, and is also a modern algorithms in the field of search algorithms.

The CKMEENP is based on the combination of k-mean clustering algorithm and Eagle
algorithm. The proposed algorithm is explained:

We start by entering the data from our database into the K-mean clustering algorithm
that seeks to divide the data into clusters, depending on the centroid . From this, we
take the initial point that is the idea of the thesis by which we seek to mitigate the
slow initialization of the Eagle algorithm. In Figure 2-6 , shows the Pseudo code of proposed
algorithm.

The following is a detailed explanation of our proposed algorithm:

We use the K-mean clustering algorithm to generate an initial point and we are going
to use the pseudo code of the K-mean cluster algorithm shown in

Chapter two in Figure 2-2. In clusters, each cluster contains a set of points and
each group has its own center. These clusters are divided by distance from the
centroid. Which distinguishes the algorithm of the K- mean is selects the center in
the first iteration randomly, then the second iteration calculates the centroid using
the mean law, which is the sum of the points on their number. Then It is calculates
the distance between the centroid and the other points and is placed in a cluster,
Each cluster has the points closest to each centroid in a cluster, and this process
continues until all the points are divided into clusters. Thus, the data are arranged
in groups, then the points are close to each other, making the process of

determining the initial point best.

12
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we initialize the generation counter (t) to start from O ( t= 0).

The Eagle algorithm then begins to integrate two algorithms.

The first stage is the Levy walk algorithm, which is the process of exploration

and global research in the first cluster, either:

A - Levy could not find a good solution in her search, so the algorithm
returns to search in a new cluster.

B - If it is possible to find a good solution in the cluster in which it was
discussed , the cluster moves to the second stage.

When a good solution is found by using the levy wake algorithm, the second stage
is the firefly algorithm, as used by Yang [Yang, 2010 ]. We use the FA as explained
above in Figure 2-5 . where the algorithm will take the cluster in which a good solution
is found, FA performs the search in alocal, intensive manner in this cluster, and
the order of points in this cluster.

Obijective functions f1(x), ...,fN (x)
Determine Initial point using k-mean algorithm
t=0
While (stop criterion)

Global exploration by randomization (le*vy walk)
Evaluate the objectives functions
Intensive local search with the Firefly algorithm
if (a better solution is found)

Update the current best
End if
Updatet=t+1
End while

Post-process the results and visualization.

Figure 3-6: Pseudo code of proposed algorithm CKMEENP

13
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Chapter 4 : Results and Conclusion

Results :

In this chapter, we will explain the experimental results and evolution of
the proposed method that was illustrated in the previous chapter.

- We use the performance measure, standard deviation and Absolute mean error.
Average CPU time for the proposed method.

To explain the performance of the proposed method, we compare the proposed
method with a previous algorithm, Eagle algorithm by yang ,[ yang ,2010].

System specification :

The research test was implemented on 2.10 GHz computer core i3, with 2 GB
RAM , on Windows 7 . We use in this research JAVA language for implementation.

Data collection :

In this research we use the dataset from LM Nixon lab
http://www.lab.Imnixon.org/4th/worldcapitals.html )) for data mining to test the proposed
method.

Performance measurement :
We will test the performance of the proposed algorithm using performance
measures. These measures are:

The Number of Fitness Function Evaluation : the Number of Fitness Function Evaluation
NFFES) . We use D, where D is a number of decision variables [Cai , 2011][ Yang ,2010

Number of successful runs ( SR): the number of successful runs.
Convergence Graph: The Convergence Graph shows the standard

Deviation performance of the total runs. It also shows the average CPU time performance
with standard deviation for best case and worst case.

And it shows the Fithess Function result with the total runs.

Error: error of solution X evaluate as f(x) — f(x*), where X is prepare a global optimum
of the function. Where the lowest value of error is occurred, when the number of runs
are reached to 50.

14
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Fitness Function :

The fitness function is one of the most important methods used to evaluate
the performance of the Metaheuristic algorithms and depends on the choice of fitness
function for optimization problems. In this thesis, we use four of these functions to

compare the Eagle algorithm and the proposed algorithm(CKMEENP) , and to evaluate

the effectiveness of the proposed algorithm. We use four of the Test Benchmarks to

test the algorithm and evaluate its performance. Table 0-1 shows the function used as
Fitness function. Where D is the number of variables, optimal is minimum value

of the function.

We present a brief description about four fithess function as follow [ Yao, 1999 ]:

Ackley function

~32768<x 532768 [T o
= - -0.2(— .2 — — i
i = 780, 6= 020 5 21 — & p 2.c08(2m)

Generalized Schwefels problem :

D

Z(—xi sin(y/|x; —500 < xi < 500

i=1
Min(f2) = £(420.9687,.....,420.9687)= 0

C- Rosenbrock function

2, [100(x; +1 - x2)" + (x; — 1)2 —30< x < 30

Min(f3) = f(1,....,1)= 0
D- SCHAFFER FUNCTION

f(X) = (x? + x3)%25[50(x? + x2)%1 + 1] —100 < xi < 100
Min(f4) = f4(0,....,0)= 0
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Comparisons between IEAUKM and EA :

In this section, we present the performance evolution of the proposed method
called (CKMEENP) and EA. Table (4-2 ) below explains the comparison between
CKMEENP and EA.

CPU Time :

We notice that the CPU time of CKMEENP is lower than the CPU time for EA;
because the data applied to the proposed algorithm to be arranged and distributed
over 4 clusters based on the distance, and the initial point is selected from these clusters.
As for Eagle algorithm that applies the data, the initial point is chosen randomly.

- MAX-NFFEs
From the table (4-2) we can notice the MAX NFFEs value in CKMEENP is less than EA.

Table 4-3 comparisons between proposed method CKMEENP and EA in Mean Absolute

Error.
Function CKMEENP EA
F(1) 4.954 5.220155
F(2) 6003 6676.64
F(3) 3.2728 1.064
F(4) 67.0008 67.752

- Mean error

From above table , we can notice that the CKMEENP is record lower mean error
values than EA in F(1), F(2), F(4) , Which means the CKMEENP is better than EA.

Influence of Number of runs :

In general, since the proposed algorithm can choose the initial point from a
set based on the distance, the proposed algorithm will perform better than the
original algorithm based on the Fitness function rating. No matter how many times
the data is applied to the algorithm . The influence of the number of times the
implementation on the performance of the proposed algorithm as shown in the table
(4-3).
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Table 4-4 : Fitness function value for different Number of Runs.

CKMEENP EA
Number | Ackley | Generali | Rosenbro | Schaff | Ackley | Generali | Rosenbro | Schaff
of runs | Functi | zed ck er Functio | zed ck er
on f(1) | Schwefe | Function | Functio | nf(1) Schwefe | Function | Functi
Is f(3) n f(4) Is f(3) on f(4)
problem problem
f(2) f(2)
Run = 59714.5
10 51.321 | 5 3.04 80.33 | 51.739 | 83458 3.8 76.80
Run = 38567.4
20 48.766 | 9 3.005 76.74 | 51.739 | 83458 3.8 76.80
Run =49.589 | 38550.3 51.739
30 3 3 3.113 73.13 |3 83458 3.8 76.80
Run =49.842 | 33689.1 50.445 | 81371.5
40 5 3 2.955 68.84 |7 5 3.705 74.88
Run = 673.782 50.704 | 81788.8
50 46.946 | 6 2.826 65.52 |6 4 3.724 75.26

From the above table, we use five different number of run to compare between

CKMEENP and EA as the following :

Number of run = 10
For Number of run =10 ,CKMEENP is better than EA in f(1),f(2),f(3) except f(4) .

Number of run = 20

For Number of run =20, CKMEENP is better than EA in f(1),f(2),f(3) and f(4).

Number of run = 30

For Number of run =30, CKMEENP is better than EA in f(1),f(2),f(3) and f(4).

Number of run = 40

For Number of run =50, CKMEENP is better than EA in f(1),f(2),f(3) and f(4).

We notice from the previous results that CKMEENP can give better results for 20,

30 -40 and 50 a number of run.
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Convergence graphs :

The Convergence graphs show the standard deviation , show the errors and

NFFEs of the 50 independent runs and . We use the f (1), f(2), f(3), f(4) to explain the
measure of NFFEs through 50 independent runs and these figures show the measure
of standard deviation through 50 independent runs for CKMEENP and EA for
comparisons . The figures show the effect of error through 50 independent runs for
proposed method and EA for comparison Figure ( 4-1) shows the measure standard
deviation through 50 independent runs . Figure( 4-2) shows the effect of Time through
50 independent runs. Figure (4-3), (4-4), (4-5),( 4-6) show the measure of fithess

Function through 50 independent runs .

From Figure ( 4-1 ), we note that the standard deviation value of the proposed
algorithm CKMEENP is less than the value of the standard deviation of the eagle algorithm,
which means that the data in the proposed algorithm (CKMEENP ) has less dispersion,
which is better, unlike Eagle algorithm. Figure ( 4-2 ) shows that the time of
implementation of the proposed algorithm (CKMEENP) using data is less than the
time of implementation of the eagle algorithm on the same data.
Figure (4-3) shows the value of the Ackley Function that show the performance of
each algorithm. Figure ( 4-3) shows that the value of the Ackley Function for the
proposed algorithm (CKMEENP ) is lower than that , which means it is better than
Eagle algorithm.

Measure the standard deviation value

30.00
_ 2500 4EISQE!::7
S
B 20.00
>
[}
T 15.00
‘g == CKMEENP
S 10.00
= —B—EA
% 500

0.00

0 10 20 30 40 50 60
number of Run

Fig( 4-1): shows the measure of standard deviation through 50 independent runs .
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The Time in milliseconds
350
S
8 250
M‘
@ 200
— 150 == CKMEENP
E 100 ——EA
= 50
Q
0
§ 0 20 40 60
= number of Run

Fig ( 4-2): shows the effect of Time through 50 independent runs.

Measure the Ackley Function

53

52

51 L N

@ \ \. ~l
3
g 50 \ / \
>
Q === CKMEENP
::6 49 \N—" \

48 ==—EA

47 \

46

0 10 20 30 40 50 60

number of Run

Fig (4-3): shows the Ackley function (F1) value through 50 independent runs..
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Figure (4-4) shows the value of the Generalized Schwefels problem that evaluate the

performance of each algorithm.

Measure the Schwefel Function

90000

80000 H—.:g._
o 70000
=]
2 60000
©
; 50000 \
"g 40000 \;‘7\\ = CKMEENP
30000
3 N\ —B—EA
20000 \
10000
0 \
0 10 20 30 40 50 60

number of Run

Fig (4-4) : shows the Generalized Schwefels problem(F2) value through 50 independent
runs.

Figure ( 4-5) shows the value of the Rosenbrock function that evaluate the
performance of each algorithm. Figure (4-5) shows that the value of the Rosenbrock
function for the proposed algorithm ( CKMEENP ) is lower than that , which means it is

better than Eagle algorithm.

Measure the Rosenbrock function

4 4-=.=.—._.
()
=) _’.——N ‘
©
z2
Y4
3 =4—CKMEENP
§ 0 ——EA
3 0 10 20 30 40 50 60
o

number of Run

Fig (4-5) : shows the Rosenbrock function(F3) value through 50 independent runs..

20

www.manharaa.com




Figure (4-6 ) shows the value of the SCHAFFER function N.7 that evaluate the
performance of each algorithm. Figure ( 4-6 ) shows that the value of the SCHAFFER
Fuction N.7 for the proposed algorithm (CKMEENP ) is lower than that , which means it

is better than Eagle algorithm.

Measure the SCHAFFER FUNCTION N.
7

100.00
w
<
> 60.00
&
& 40.00 == CKMEENP
<
§ 20.00 ==EA

0.00
0 10 20 30 40 50 60
number of Run

Fig (4-6) : shows the SCHAFFER FUNCTION N.7 (F4) value through 50 independent runs.
Figures ( 4-7), (show the proposed method gives absolute error for F(1) less than EA ,
which means the proposed method is better than Eagle algorithm. Figure ( 4-8) show
the proposed method gives absolute error for F(2) less than EA, which means the

proposed method is better than Eagle algorithm.

F(1)

6

5 B 7
23
] 5 //\\ I/ == proposed method

=li—EA
1
¢
0
0 20 40 60

number of runs

Fig (4-7): Effect of errors through 50 runs for F (1).
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10000 F ( 2)

8000
@ 6000
e
I

4000 —4—proposed method

2000 EA

0
0 20 40 60

number of runs

Fig (4-8): Effect of errors through 50 runs for F (2).

Figures (4-9), show the proposed method record absolute error for F (3) greater than EA.
From Figure (4-10), we notice the convergence between the proposed method and EA,
this convergence that explain two algorithms are affected on F(4) closely in run 30 and 50.
proposed method gives absolute error for F (4) less than EA, which means the proposed

method is better than Eagle algorithm.

35 F(3)
3 M
2.5

Errors

2
1.5 .\

’ =4==proposed method
1 "

0.5

0 20 40 60
number of runs

Fig (4-9): Effect of errors through 50 runs for F (3).
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F(4)

90
80

70 -\W
60 === proposed

— ==
method

50
40
30
20
10

Errors

=i=EA

0 10 20 30 40 50 60
number of runs

Fig (4-10): Effect of errors through 50 runs for F (4).

Conclusions :

The Metaheuristic Algorithms were able to find a solution to the problems of
Global optimization , which constituted an obstacle to scientists in the field of global
research and data mining, especially Eagle Algorithm characterized by the integration of
several algorithms of the Metaheuristic Algorithms. In our thesis we sought to find a solution
to the slow initialization problem experienced by Eagle algorithm, by using the K-mean
clustering algorithm that was characterized by its good result and easy of application.

The aim of using the K-mean clustering algorithm is to make the Eagle algorithm more
efficient. The proposed method is based on taking the initial point of the K-mean clustering
algorithm and introducing it into the two-stage Eagle algorithm, the first Levy walk algorithm,
second stage is the Firefly algorithm. CKMEENP was applied in fithess function Benchmark
to test which function gives good results using data from LM Nixon lab . The experimental
results indicated that CKMEENP reached the global optimal solution than EA.
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Recommendations

we can study the effects of using different algorithms and situations with Eagle
Algorithm, and improve global optimization , we recommend the following ideas of
research:

- We can apply other cluster algorithms such as k-prototype.
- We can apply other local and intensive search algorithms in Eagle
Algorithm, such as the Cuckoo Algorithm as a second stage.
- We can apply the general search algorithms and other exploration in the
Eagle Algorithm as a first stage.
- We can apply other local and intensive search algorithms in the Eagle

Algorithm, such asthe PSO as a second stage.
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